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Abstract
Recurrent Neural Networks (RNNs) have been
widely used in sequence analysis and modeling.
However, when processing high-dimensional data,
RNNs typically require huge model sizes, thereby
bringing a series of deployment challenges. Al-
though the state-of-the-art tensor decomposition
approaches can provide good model compression
performance, these existing methods are still suf-
fering some inherent limitations, such as restricted
representation capability and insufficient model
complexity reduction. To overcome these limita-
tions, in this paper, we propose to develop compact
RNN models using Hierarchical Tucker (HT) de-
composition. HT decomposition brings a strong hi-
erarchical structure to the decomposed RNN mod-
els, which is very useful and important for enhanc-
ing the representation capability. Meanwhile, HT
decomposition provides higher storage and com-
putational cost reduction than the existing tensor
decomposition approaches for RNN compression.
Our experimental results show that, compared with
the state-of-the-art compressed RNN models, such
as TT-LSTM, TR-LSTM and BT-LSTM, our pro-
posed HT-based LSTM (HT-LSTM), consistently
achieves simultaneous and significant increases in
both compression ratio and test accuracy on differ-
ent datasets.

1 Introduction
Recurrent Neural Networks (RNNs), especially their ad-
vanced variants such as Long-Short Term Memory (LSTM)
and Gated Recurrent Unit (GRU), have achieved unprece-
dented success in sequence analysis and processing. Thanks
to their powerful capability of capturing and modeling the
temporary dependency and correlation in the sequential data,
the state-of-the-art RNNs have been widely deployed in many
important artificial intelligence (AI) fields, such as natural
language processing (NLP) [Sutskever et al., 2011], speech
recognition [Mikolov et al., 2011], and computer vision [Yu
et al., 2016].

Despite their current prosperity, the efficient deployment of
RNNs is still facing several challenges, especially the large

model size problem. Due to the widespread existence of
high-dimensional input data in many applications, e.g. NLP
and video processing, the input-to-hidden weight matrices of
RNNs are often extremely large. For instance, as pointed
out in [Yang et al., 2017], even with small-size hidden layer
such as 256 hidden states, an LSTM working on UCF11
video recognition dataset [Liu et al., 2009] already requires
more than 50 million parameters. Such ultra-high model size,
consequently, brings a series of deployment challenges for
RNNs, including but not limited to high difficulty of train-
ing, susceptibility to overfitting, long processing latency and
inefficient energy consumption etc.

Prior Work on RNN Compression. To address RNNs’
ultra-large model size problem, several model compression
approaches, such as pruning and quantization [Song et al.,
2016], have been proposed and studied in prior work. Among
them, the most promising solution is Tensor Decomposition,
a technique that represents a large tensor with the combi-
nation of multiple small tensor cores. By its nature, ten-
sor decomposition approach is inherently a powerful tool
for identifying and exploring the higher-order data correla-
tion. From the perspective of model compression, such strong
correlation-capturing capability makes tensor decomposition
very attractive and well-suited for exploiting and reducing the
model redundancy in large-scale RNNs. Recent advances in
model compression research already show that, various tensor
decomposition-based compression methods, including tensor
train (TT) [Yang et al., 2017], tensor ring (TR) [Pan et al.,
2019] and block-term (BT) [Ye et al., 2018], can bring several
orders-of-magnitude fewer parameters for large-size RNNs
with still maintaining high classification/prediction perfor-
mance.

Limitations of Prior Work. Although the existing tensor
decomposition-based RNN compression approaches already
show their promising potentials, these state-of-the-art meth-
ods are still facing two inherent limitations: 1) the tensor de-
composition approaches used in [Yang et al., 2017], [Ye et
al., 2018] and [Pan et al., 2019] have strict constraints on
either the shapes or the combination manners of the compo-
nent tensor cores, thereby limiting the representation ability
of the corresponding compressed RNN models. For instance,
TT decomposition requires the border tensor cores have to
be rank-1, which directly hinders the representation power
of TT-based RNNs. More generally, when using TT, TR or



BT, the important hierarchical structure, which is important to
capture many inherent hierarchical patterns or representation
in the data, is missing at the inter-tensor-core level, thereby
limiting the representation capability of the entire neural net-
work models; and 2) from the perspective of complexity
analysis, TT, TR and BT are not the best tensor decompo-
sition approaches that provide the most promising space or
computational complexity reduction. For instance, execut-
ing BT-based RNN models suffers computation overhead due
to the extra flatten and permutation operations. More gener-
ally, when we consider to apply tensor decomposition to com-
press RNN models, in many settings the state-of-the-art TT,
TR and BT solutions are inferior to some other types of ten-
sor decomposition option in terms of numbers of parameters
and/or operations saving. Consequently, the existing tensor
decomposition-based compression methods are not the opti-
mal solutions to fully exploit and minimize the RNN model
redundancy.

Technical Preview & Benefits. To overcome these limita-
tions and fully unlock the potentials of tensor decomposition
in model compression, in this work we propose to develop
compact RNN models by using Hierarchical Tucker (HT) de-
composition [Hackbusch and Kühn, 2009], a little explored
but powerful tool for capturing and modeling the correlation
and structure in the high-dimensional data. Unlike other pop-
ularly used tensor decomposition methods such as TT, TR
and BT, HT decomposition enables the decomposed tensors
exhibit strong hierarchical structure, which is very useful and
important for enhancing the representation capability of RNN
models. Meanwhile, comparing to its well-explored counter-
parts, HT decomposition can bring more complexity reduc-
tion with the same rank setting, thereby enabling HT-based
RNN models have lower storage and computational costs
than the prior work with the same or even higher accuracy.
In overall, the features and benefits of HT-based RNN mod-
els are summarized as follows:

• HT-based RNNs exhibit stronger representation power
than the existing tensor decomposition-based models.
More specifically, the hierarchical structure imposed on
the input-to-hidden layers makes RNNs can exploit and
extract the important representation and pattern from
high-dimensional data in a much more hierarchical, pre-
cise and comprehensive way, thereby significantly im-
proving RNN models’ representation capability. This
benefit on representation capability is also verified by
the empirical experiments. Our proposed HT-LSTM, as
the the compressed LSTM models using HT decompo-
sition, achieves higher accuracy than vanilla RNN, the
state-of-the-art compressed RNNs as well as non-RNN
models on various video recognition datasets.

• HT-based RNN models have much lower storage and
computational costs than the state of the art. Compared
with TT, TR and BT decomposition adopted in prior
work, HT decomposition inherently provides higher
complexity reduction on the same-size tensor data with
the same selected rank. By leveraging such theoreti-
cal advantage, we can compress large-size RNN mod-
els in the HT format with requiring very few parame-
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Figure 1: An illustration of HT decomposition with d=4. All
the dashed lines and boxes describe a binary tree with root D “

t1, 2, 3, 4u, where the dashed boxes represent the nodes. Here node
t1u is a leaf node, whose father and brother are node t1, 2u and
node t2u, respectively. For leaf nodes, they are only associated with
leaf frame, and for non-leaf nodes, they are associated with trans-
fer tensors and non-leaf frames. Here X is decomposed to a set of
orange-colored transfer tensors and blue-colored leaf frames.

ters. Experimental results show, compared with vanilla
LSTM, HT-LSTM achieves very high compression ra-
tio with even higher accuracy. Meanwhile, compared
with the state-of-the-art compressed LSTM such as TT-
LSTM, TR-LSTM and BT-LSTM, HT-LSTM consis-
tently achieve simultaneous and significant increase in
both compression ratio and test accuracy on different
datasets.

2 Hierarchical Tucker-based RNN Models
In this section, we describe the details of HT-based RNN
models. First, we introduce the preliminaries of tensor ba-
sics, tensor computation and hierarchical tucker decomposi-
tion. Then, we reformulate the forward propagation and back-
ward propagation procedure on the original input-to-hidden
layer to the HT format, and thereby forming a new HT layer,
which is the building component of our proposed compact
HT-based RNN models. Furthermore, in order to evaluate
the efficiency of HT-based compression approach, we ana-
lyze the computational and storage complexity of HT-based
RNN models and make comparison with the other methods.

2.1 Preliminaries
Notation. Throughout the paper we use boldface calligraphic
script letters, boldface capital letters, and boldface lower-case
letters to represent tensors, matrices, and vectors, respec-
tively, e.g. X P Rn1ˆn2ˆ¨¨¨ˆnd , X P Rn1ˆn2 , and x P Rn1 .
In addition, X pi1,¨¨¨ ,idq P R denotes the entry of tensor X .
Similarly, Xpi,jq represents the entry of matrix X .

Tensor Contraction. An HT-decomposed tensor is essen-
tially the consecutive product of multiple tensor contraction
results, where tensor contraction is executed between two
tensors with at least one matched dimension. For instance,
given two tensors A P Rn1ˆn2ˆl and B P Rlˆm1ˆm2 ,
where the 3rd dimension of A matches the 1st dimension
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Figure 2: (a) Graphical representation of element and computation in the tensor diagram. Here the each line represents one dimension, and
the variable near the line is the size of that dimension. (b) Representation of matrix-vector multiplication on a HT-decomposed layer using
tensor diagram. Here weight matrix is already decomposed to the HT format with a set of 2-D leaf frames and 3-D transfer tensor.

of B with length l, the tensor contraction result is a size-
n1 ˆ n2 ˆm1 ˆm2 tensor as

pAˆ3
1 Bqpi1,i2,j1,j2q “

l
ÿ

α“1

Api1,i2,αqBpα,j1,j2q.

Hierarchical Tucker Decomposition. The Hierarchical
Tucker decomposition is a special type of tensor decom-
position approach with hierarchical levels with respect to
the order of the tensor. As illustrated in Figure 1, an HT-
decomposed tensor can be recursively decomposed into in-
termediate components, referred as frames, from top to bot-
tom in a binary tree, where each frame corresponds to a
unique node, and each node is associated with a dimension
set. In general, for a HT-decomposed tensor X P Rn1ˆ¨¨¨ˆnd ,
we can build a binary tree with a root node associated with
D “ t1, 2, ¨ ¨ ¨ , du and X “ UD as the root frame. For each
non-leaf frame Us P Rrsˆnµsˆ¨¨¨ˆnνs , where s Ĺ D is asso-
ciated with the node corresponding to Us , s1, s2 Ĺ s are as-
sociated with the left and right child nodes of the s-associated
node, and µs “ minpsq, νs “ maxpsq, Us can be recursively
decomposed to its left and right child frames (Us1 and Us2 )
and transfer tensor Gs P Rrsˆrs1ˆrs2 as

Us “ Gs ˆ2
1 Us1 ˆ

2
1 Us2 . (1)

Consequently, by performing this recursive decomposition
till the bottom of the binary tree, we can decompose the orig-
inal n1 ˆ ¨ ¨ ¨ ˆ nd-order tensor X “ UD into the combina-
tion of the 2-order leaf frames and 3-order transfer tensors.
Notice that here rs, as hierarchical rank, is an important pa-
rameter that determines the decomposition effect.

2.2 HT-based RNN Models
This subsection describes the details of compressing the
large-size RNN models to the compact ones using HT de-
composition, including the key steps as well as the important
HT-based forward and backward propagation schemes.

Tensorization. In general, the key idea of building HT-
RNN is to transform the weight matrix W P RMˆN to the
HT-based format. Considering W is a 2-D matrix, while
HT decomposition is mainly performed on high-order ten-
sor, we first need to reshape W as well as its affiliated input

vector x P RN and output vector y P RM to tensor for-
mat as W P Rm1ˆ¨¨¨ˆmdˆn1ˆ¨¨¨ˆnd , X P Rn1ˆ¨¨¨ˆnd and
Y P Rm1ˆ¨¨¨ˆmd , respectively, where M “

śd
i“1mi and

N “
śd
j“1 nj .

Decomposing W . Given a tensorized W as W P

Rm1ˆ¨¨¨ˆmdˆn1ˆ¨¨¨ˆnd , we can now leverage HT decompo-
sition to represent the large-size W using a set of small-size
matrices and tensors. In general, following Equation (1), W
can be decomposed as

Wpi1,¨¨¨ ,id,j1,¨¨¨ ,jdq “

rD
ÿ

k“1

rD1
ÿ

p“1

rD2
ÿ

q“1

pGDqpk,p,qq

¨pUD1
qpp,ϕD1

pi,jqqpUD2
qpq,ϕD2

pi,jqq,

(2)

where ϕspi, jq is a mapping function that produces the cor-
rect indices i “ pi1, ¨ ¨ ¨ , idq and j “ pj1, ¨ ¨ ¨ , jdq for a spec-
ified frame Us with the given s and d. For instance, with
d “ 6 and s “ t3, 4u, the output of ϕspi, jq is pi3, i4, j3, j4q.
In addition, UD1

and UD2
can be recursively computed as

pUsqpk,ϕspi,jqq “

rs1
ÿ

p“1

rs2
ÿ

q“1

pGsqpk,p,qq

¨pUs1qpp,ϕs1 pi,jqq
pUs2qpq,ϕs1 pi,jqq

,

(3)

where D “ t1, 2, ¨ ¨ ¨ , du, D1 “ t1, ¨ ¨ ¨ , td{2uu and D2 “

trd{2s, ¨ ¨ ¨ , du are associated with left and right child nodes
of the root node.

HT Layer. With the HT-decomposed weight matrix, the
component HT layer of HT-based RNN models can now be
developed. Specifically, the HT-format matrix-vector multi-
plication, as the kernel computation in the forward propaga-
tion procedure, is performed as follows:

Ypiq “
ÿ

j

rD
ÿ

k“1

rD1
ÿ

p“1

rD2
ÿ

q“1

pGDqpk,p,qq

¨pUD1
qpp,ϕD1

pi,jqqpUD2
qpq,ϕD2

pi,jqqX pjq.

(4)

Considering the desired output y of HT-layer is a vector,
the calculated Y needs to be re-shaped again to the 1-D for-
mat. Consequently, we denote the entire forward computing



Model Space Time
RNN FP OpNMq OpNMq
RNN BP OpNMq

TT-RNN FP Opdmnr2q Opdmr2Nq
TT-RNN BP Opd2mr4Nq
TR-RNN FP Opdmnr2q Opdr3N ` dr3Mq
TR-RNN BP Opd2r5N ` nd2r5Mq
BT-RNN FP Opdmnr ` rdq OpdmrdNCq
BT-RNN BP Opd2mrdNCq
HT-RNN FP Opdmnr ` dr3q Opdmr

2N ` dr3Nq

HT-RNN BP Opd2mr5N ` d2r6Nq

Table 1: Comparison of complexity with different tensor
decomposition-based RNNs. Here FP and BP mean forward and
backward propagation, respectively. C is the CP rank-value defined
in BT decomposition, and r “ maxsĹD rs, m “ maxkPD mk,
n “ maxkPD nk,

procedure from input x to output y as

y “ HTLpW ,xq. (5)

Remark-1: Hierarchical Structure in HT-layer. In ten-
sor theory both the tensors and their computations can be
graphically represented using tensor diagram (see Figure
2(a)). For HT decomposition, its inherent hierarchical char-
acteristics make the corresponding HT-layer exhibit strong
multi-level hierarchical structure, which is visualized in the
specific tensor diagram of HT-layer (see Figure 2(b)). Con-
sidering that a well-known feature and advantage of deep
neural network is its strong ability of capturing hierarchical
pattern and representation via its multi-layer structure, the
existence of such hierarchical structure in HT-layer can ef-
fectively improve the representation capability of the overall
neural network models. In Section 3, empirical experiments
on different datasets demonstrate that HT-based RNN models
indeed outperform many other types of RNN models in terms
of accuracy. Besides, it is worth noting that some recent ad-
vances in learning theory [Nadav et al., 2018] also indicates
the strong connection and correlation between HT modeling
and expressive power of deep neural networks.

HT-LSTM. With the HT-based component layers, a HT-
based RNN model can be simply constructed by replacing the
original uncompressed layer with the HT-layer. Considering
LSTM is the most popular and advanced variant of RNNs, we
develop the corresponding HT-LSTM model as follows:

urts “σpHTLpWu,xrtsq ` Vuhrt´ 1s ` buq

f rts “σpHTLpWf ,xrtsq ` Vfhrt´ 1s ` bf q

orts “σpHTLpWo,xrtsq ` Vohrt´ 1s ` boq

crts “f rts d crt´ 1s ` urtsd

tanhpHTLpWc,xrtsq ` Vchrt´ 1s ` bcq

hrts “orts d tanhpcrtsq,

(6)

where σ, tanh and d are the sigmoid function, hyperbolic
function and element-wise product, respectively.

HT-based Gradient Calculation. To ensure the valid
training on HT-RNN, the gradient calculation in the backward

propagation should also be accordingly reformulated to HT-
based format. In general, considering for HT layer W “ UD

and BY
BUD “ X , assuming s is associated with a left node, as

we denote that F psq and Bpsq are the sets associated with the
father and brother nodes of the s-associated node in the binary
tree, respectively, and define µs “ minpsq, νs “ maxpsq,
the partial derivative of output tensor with respect to frames
can be calculated in the following recursive way until F psq is
equal to D:

BY
BUs

“GF psq ˆ3
1 UBpsq

ˆ
1,3,¨¨¨ ,2νBpsq´2µBpsq`4
1,¨¨¨ ,νBpsq´µBpsq`2,νF psq´µF psq`3,
¨¨¨ ,νF psq´µF psq`νBpsq´µBpsq`3

BY
BUF psq

.
(7)

Based on Equation (7), the gradients for leaf frames and trans-
fer tensors can be computed as follows:

BL

BUs
“
BY
BUs

ˆ
νs´µs`3,¨¨¨ ,d`1
1,¨¨¨ ,µs´1,νs`1,¨¨¨ ,d

BL

BY , (8)

BL

BGs
“

Y
BUs

ˆ
2,¨¨¨ ,νs1´µs1`2
2,¨¨¨ ,νs1´µs1`2 Us1

ˆ
3,¨¨¨ ,νs2´µs2`3
2,¨¨¨ ,νs2´µs2`2 Us2 ˆ

4,¨¨¨ ,d`3
1,¨¨¨ ,d

BL

BY . (9)

2.3 Complexity Analysis
To better understand the impact of HT decomposition on
RNNs, we analyze the theoretical complexity of HT-RNN,
and compare it with the vanilla uncompressed RNN as well as
other tensor decomposition-based RNN models. Table 1 sum-
marizes the space complexity and time complexity of differ-
ent RNN models. It is seen that compared with the other com-
pressed RNN models using tensor decomposition, HT-RNN
has the lowest space complexity to store the model parame-
ters. Meanwhile, HT-RNN also enjoys less time complexity
than most listed models for both forward and backward prop-
agation. It is worth noting that though TT-RNN has even less
time complexity than HT-RNN, it has weaker representation
capability, which translates to the lower accuracy, as demon-
strated via the experimental results in Section 3.

Remark-2. Besides theoretical complexity analysis, we
also verify the low-cost benefits of HT-based compression
via empirical experiments. Figure 3(a) shows the number of
parameters to store a compressed weight matrix, and Figure
3(b) shows the number of needed operations for multiplica-
tion between the compressed weight matrix and vector. Here
we adopt the size-57, 600ˆ 256 weight matrix used in [Yang
et al., 2017] [Ye et al., 2018] [Pan et al., 2019] for evalua-
tion. From Figure 3 it is seen that HT-based approach indeed
achieves lower costs, especially on storage requirement, than
other tensor decomposition-based methods. Next, the exper-
iments in Section 3 further show the advantages of HT-based
RNN on compression ratios over various datasets.

3 Experiments
In this section, we evaluate the performance of HT-based
RNN on different datasets, and compare them with the state-
of-the-art with respect to compression ratio and test accuracy.



Figure 3: Top: Comparison on number of required parameters of
weight matrix. Bottom: Comparison on number of required op-
erations of matrix-vector multiplications. All the tensor decom-
position methods use the same setting d “ 5, pn1, ¨ ¨ ¨ , n5q “

p8, 10, 10, 9, 8q, pm1, ¨ ¨ ¨ ,m5q “ p4, 4, 2, 4, 2q, and r is the rank.

Considering LSTM is the current most commonly used RNN
variant in both academia and industry, our experiments focus
on HT-LSTM, and compare it with the vanilla uncompressed
LSTM and recent advances in compressed RNN such as TT-
LSTM, BT-LSTM and TR-LSTM. Besides, we also compare
HT-LSTM with other reported models that can be evaluated
on the same datasets.

Training Strategy. Following the similar setting in prior
work, we adopt two types of training strategy: end-to-end
direct training and training with pre-trained CNN. In the end-
to-end direct training the input of LSTM is the raw data, e.g.
video clips; while training with pre-trained CNNs means the
back-end LSTM receives the compact features extracted by
a front-end pre-trained CNN. Next we describe our experi-
ments belonging to these two categories, respectively.

3.1 End-to-End Direct Training
Hyperparameter Setting. We train the models using ADAM
optimizer with L2 regularization of coefficient 0.001. Also,
dropout rate is set as 0.25 and batch size is 16.

UCF11 Dataset. The UCF11 dataset [Liu et al., 2009]
consists of 11-class human action (e.g. biking, diving, bas-
ketball) videos with totally 1,600 video clips. Each class is
assembled by 25 video groups, where each group contains at
least 4 action clips. For each clip, the resolution is 320ˆ240.

At data pre-processing stage we choose the same settings
used in the related work [Ye et al., 2018] [Pan et al., 2019]
for fair comparison. Specifically, the resolution of video clips
is first scaled down to 160 ˆ 120, and then 6 frames from
each clip are randomly sampled to form the sequential input
for our HT-LSTM model.

For the baseline vanilla uncompressed LSTM model, it
contains 4 input-to-hidden layers, where the size of its input
vector is 160ˆ 120ˆ 3 “ 57, 600, and the number of hidden
states in each layer is 256. For our proposed HT-LSTM, the
input vector is reshaped to a tensor of shape 8ˆ10ˆ10ˆ9ˆ8,
and the output tensor of the input-to-hidden layer is of shape
4ˆ 4ˆ 2ˆ 4ˆ 2. All leaf ranks are set as 4, and all non-leaf
ranks are set as 5.

Model CR # Param. Accuracy (%)
LSTM 1 59M 69.7

TT-LSTM 17,554ˆ 3,360 79.6
(ICML-17)
BT-LSTM 17,414ˆ 3,387 85.3
(CVPR-18)
TR-LSTM 34,193ˆ 1,725 86.9
(AAAI-19)
HT-LSTM 47,375ˆ 1,245 87.2

(Ours)

Table 2: Performance of different RNN compression work on
UCF11 dataset using end-to-end direct training. CR stands for com-
pression ratios. Results of TT-LSTM, BT-LSTM and TR-LSTM are
reported in [Yang et al., 2017], [Ye et al., 2018] and [Pan et al.,
2019], respectively.

Table 2 summarizes the performance of our HT-LSTM on
UCF11 dataset and compare it with the related work. It is
seen that compared with vanilla LSTM using 59 million pa-
rameters, HT-LSTM only needs 47,375ˆ fewer parameters
with 17.5% accuracy increase. Compared with the recent
advances on compressing RNNs using other tensor decom-
position methods, including TT-LSTM, BT-LSTM and TR-
LSTM, our proposed HT-LSTM requires at least 1.38ˆ fewer
parameters with at least 0.3% increase in accuracy.

Youtube Celebrities Face Dataset. Youtube dataset [Kim
et al., 2008] contains 1,910 video clips from 47 subjects,
where each of it is a celebrated individual such as movie
star. Also, the resolutions of the frames vary for different
video clips. Being consistent with prior work, for data pre-
processing the resolution of the input data to HT-LSTM is
re-scaled as 160ˆ120. Also, 6 frames in each video clips are
randomly sampled to form the input sequence.

In this experiment we build a HT-LSTM with the similar
setting with the one used in UCF11 dataset. To be specific,
4 input-to-hidden layers are equipped, and the shapes of ten-
sorized input and output vectors are 8ˆ 10ˆ 10ˆ 9ˆ 8 and
4ˆ 4ˆ 2ˆ 4ˆ 2, respectively. A slight difference is in this
HT-LSTM all leaf ranks are set as 3, and all non-leaf ranks
are set as 4.

Table 3 compares the performance of HT-LSTM with
prior work on Youtube Celebrities Face dataset. Consider-
ing among the state-of-the-art work, only TT-RNN [Yang et
al., 2017], including TT-GRU and TT-LSTM, reports both the
accuracy and compression ratio on this dataset, the compar-
ison in Table 3 is mainly between HT-LSTM and TT-based
solutions. From this table it is seen that HT-LSTM achieves
72,818ˆ compression ratio over the original uncompressed
LSTM with much higher accuracy. Compared with the exist-
ing high-compression model TT-GRU, HT-LSTM has 4.1ˆ
fewer parameters but offering 8.1% accuracy increase.

Besides, on the same Youtube dataset we also compare HT-
LSTM with several other reported works without using tensor
decomposition method. As shown in Table 4, among those
works the state-of-the-art model is [Ortiz et al., 2013], which
has the highest reported accuracy (80.8%). Compared with
that model, HT-LSTM achieves 7.3% higher test accuracy.



Model CR # Param. Accuracy (%)
LSTM 1ˆ 59M 33.2

TT-GRU 17,723ˆ 3,328 80.0
TT-LSTM 17,388ˆ 3,392 75.5

HT-LSTM (Ours) 72,818ˆ 810 88.1

Table 3: Performance of different RNN compression work on
Youtube celebrities face dataset using end-to-end direct training. CR
stands for compression ratios. Results of TT-LSTM and TT-GRU
are reported in [Yang et al., 2017].

Model Accuracy (%)
[Kim et al., 2008] 71.2
[Harandi et al., 2013] 73.9
[Ortiz et al., 2013] 80.8
[Lu et al., 2015] 78.5
HT-LSTM (Ours) 88.1

Table 4: Comparison between HT-LSTM using end-to-end direct
training and other models without using tensor decomposition on
Youtube celebrities face dataset.

3.2 Training with Pre-trained CNNs
Another set of our experiments is based on training strategy
using pre-trained CNNs. To be specific, the pre-trained CNN
first extracts the useful and compact features from the large-
size raw input data, and then sends those captured features
to RNN, As indicated in [Donahue et al., 2015], using the
front-end CNN can not only reduce the required input vector
size of RNN, but can also significantly improve the overall
performance of the entire CNN+RNN model.

Hyperparameter Setting. In this part of experiments
dropout rate is set as 0.5. The L2 regularization with co-
efficient 0.0001 is used, and the entire HT-LSTM model is
trained using ADAM optimizer with batch size 16.

UCF11 Dataset. Consistent with [Pan et al., 2019],
Inception-V3 is selected as the the front-end CNN feature ex-
tractor, whose output is a flattened size-2,048 feature vector.
For our proposed HT-LSTM, this feature vector, as the input
to the model, is reshaped to a tensor of size 8 ˆ 8 ˆ 8 ˆ 4.
Similarly, the output vector is reshaped to a tensor of size
4ˆ 8ˆ 8ˆ 8. In addition, the ranks for all the nodes are set
as 4.

Table 5 summarizes the test accuracy of different models
over UCF11 dataset. It is seen that with pre-trained CNN
model as front-end feature extractor, HT-LSTM achieves
98.1% accuracy, which is 3.5% higher than the best reported
accuracy from the state of the art. Compared with the TR-
LSTM using the same front-end CNN, HT-LSTM achieves
4.3% accuracy increase. Meanwhile, being compressed from
the same vanilla LSTM, HT-LSTM model brings very high
compression ratio as 12,945; while the compression ratio of
TR-LSTM is only 25.

HMDB51 Dataset. HMDB51 dataset [Kuehne et al.,
2011] contains 6,849 video clips that belong to 51 action cat-
egories, where each of them consists of more than 101 clips.
Again, for the experiment on this dataset we use Inception-
V3 as the pre-trained CNN model, whose extracted feature is
flattened to a length-2,048 vector. Reshaped from this vector,

Model Accuracy (%)
[Wang et al., 2015] 84.2
[Sharma et al., 2015] 86.0
[Cho et al., 2014] 88.0
[Gammulle et al., 2017] 94.6
CNN + LSTM [Pan et al., 2019] 92.3
CNN + TR-LSTM [Pan et al., 2019] 93.8
CNN + HT-LSTM (Ours) 98.1

Table 5: Comparison between HT-LSTM using front-end pre-
trained CNN and other related work on UCF11 dataset.

the input tensor has size of 8ˆ8ˆ8ˆ4. We also reshape the
output vector to a tensor of size 4 ˆ 8 ˆ 8 ˆ 8. Meanwhile,
the ranks of all the nodes are set as 4.

Table 6 summarizes the performance of CNN-aided HT-
LSTM and other related work on this dataset. It is seen that
HT-LSTM achieves 64.2% accuracy, which obtains 0.4% in-
crease than the recent TR-LSTM. Meanwhile, the compres-
sion ratio brought by HT-LSTM is 12,945, which is much
higher than the 25ˆ parameter reduction in TR-LSTM.

It is worth noting that the state-of-the-art work [Carreira
and Zisserman, 2017] achieves a higher accuracy (66.4%)
than HT-LSTM. This performance is based on using two
streams of input (RGB images and optical flow); while HT-
LSTM does not utilize optical flow information of the video.
When only RGB information of the video is sent to the mod-
els, HT-LSTM can achieve very competitive classification
performance as compared to the prior work.

Model Accuracy (%)
[Wang et al., 2015] 63.2
[Feichtenhofer et al., 2016] 56.8

[Carreira and Zisserman, 2017] RGB + Flow: 66.4
RGB: 49.8

CNN + LSTM [Pan et al., 2019] 62.9
CNN + TR-LSTM [Pan et al., 2019] 63.8
CNN + HT-LSTM (Ours) 64.2

Table 6: Comparison between HT-LSTM using front-end pre-
trained CNN and other related work on HMDB51 dataset.

4 Conclusion
In this paper, we propose a new RNN compression approach
using Hierarchical Tucker (HT) decomposition. The HT-
based RNN models exhibit strong hierarchical structure as
well as low storage and computational costs. Our experiments
on different datasets show that, our proposed HT-LSTM mod-
els significantly outperform the state-of-the-art compressed
RNN models in terms of both compression ratio and test ac-
curacy.
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